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The late Peter Gavin Hall was one of the world’s foremost probabilists and statisticians who dedicated his life to his chosen fields of research and to the development of the mathematical sciences in Australia. He made important contributions to a wide range of areas in probability and statistics and to numerous applications in science, engineering, economics and industry. Hall had mutual interests with Louis Chen, the recently retired and founding director of the Institute for Mathematical Sciences (IMS) of the National University of Singapore (NUS) and emeritus professor of NUS, not only in mathematics but also in their active involvement in international statistical organisations (Bernoulli Society and Institute of Mathematical Statistics) as well as national research centres and institutes. He was invited to the IMS program in honour of Charles Stein in August 2003 and was back in NUS as an organiser in the Scientific Program Committee for the 7th World Congress in Probability and Statistics held in Singapore from 14–19 July 2008. Subsequently, he was invited as Saw Swee Hock Professor of Statistics at NUS’s Department of Statistics and Applied Probability (DSAP) for two brief periods 3 September – 2 November 2011 and 13 August – 10 October 2012. He was also co-chair of the organising committee of the Institute program Meeting the Challenges of High Dimension: Statistical Methodology, Theory and Applications (13 August – 26 October 2012).

He gave a tutorial on 25, 27 September 2012 on “Some methodology and theory for functional data analysis”. During this visit, Y K Leong took the opportunity to interview him on behalf of Imprints at DSAP on 20 September 2012. The following is an edited version of the transcript of this interview in which he talked about his personal roots, mathematical research centres in Australia and the two different worldviews of statistics and mathematics.

Note and Acknowledgments. It is with deep regret that the transcript of this interview has not been read by Professor Hall. We have retained the original spirit of frankness and openness with which he shared his views and experiences. We would like to thank Jeannie Hall for vetting the edited transcript and for her helpful comments on the interview article, and Terence Speed (Walter and Eliza Hall Institute of Medical Research, University of California, Berkeley, University of Sheffield) for corrections and clarifications in the transcript. Any inaccuracy in transcription or interpretation is solely due to the interviewer. This interview was given in NUS three years before Professor Hall’s last interview conducted by Aurore Delaigle and Matt P Wand and published in Statistical Science Vol 31, No. 2 (2016), 275–304.

Imprints (I): May I start with something less mathematical and perhaps closer to your heart? Your mother Ruby Payne-Scott was a pioneer in radiophysics and radio astronomy and had made significant discoveries in solar radio astronomy. How much influence did she have on your education and choice of career?

* The late Professor Peter Hall was on the Editorial Advisory Board of the Asia Pacific Mathematics Newsletter from its inception in 2011 until his untimely passing.
Peter Hall (H): She had a very large influence on me. She stayed working for the Division of Radiophysics up until she was pregnant with me, and only because, I guess, in mid-1951, the year I was born, she was obviously carrying a child. At that time she wasn't supposed to be married while working for a government organisation at the level she was. So she had either been living in sin or she had married and disobeyed the law. She left CSIRO [Commonwealth Scientific and Industrial Research Organisation] shortly before I was born, but the chief of the organisation was very keen to have her back if she wanted to return after I was born. I remember that my mother made quite a few visits to research facilities (radio-telescopes) when I was very young. And I used to be minded by two of the secretaries in the division, Sally and Sylvia, while my mother went off to look at the telescopes. So I have a strong recollection in my fairly young years of strong connections to physics. That stayed with me throughout my life. It led me to want to do a degree in physics and go on to become a theoretical physicist. But I found that as an undergraduate in the University of Sydney I was put off a little by the teaching there. I remember that Bob May (Sir Robert May), who probably had visited IMS [Institute for Mathematical Sciences] here, gave the first lecture. But he was extremely busy and only gave the first lecture in my undergraduate physics course in first year and he didn't give any more lectures, unfortunately. From that point, things went downhill, at least as far as I was concerned. Despite my mother's influence, which was really very benign, [there was] never any pressure. I determined in second, third and fourth year that I would just do as much mathematics as I could, and I dropped physics, chemistry and biology at the end of first year.

I: Was she disappointed you didn't follow up with physics?

H: No, both my parents (you couldn't wish to have better parents) were very encouraging of me and my sister, but they never put any pressure on us in any way except perhaps I remember … my sister became an artist, but in order to get into technical college she had to pass mathematics and science at a reasonable level. She's extremely intelligent and got through these subjects just on this basis. I think that she did almost no work. My mother was a bit concerned that she pushed Fiona (my sister) a little harder than she would normally do, simply to ensure that she got the passes at the level needed in order to go to college to study art, which is what she did.

H: First of all, there was a reasonable amount of research in the University of Sydney in those days, but in the 1970s and also much in the 1960s too, I think ANU was the strongest place in Australia to do research in probability and statistics. I remember my professor at the University of Sydney recommended that I go there if I could. I was motivated to work in probability largely because of a course I had at the University of Sydney in my fourth year. I was one of only two people who started off in the honours program in statistics. There was a young woman who started with me, but my memory is that she dropped out at the end of the first term. I didn't see her any more after that. I was really by myself. With the exception of only one professor I had no lectures. He insisted in giving me an ordinary lecture with me sitting in the classroom by myself. The others I worked with only in terms of a reading program. There was a young man, a logician from pure mathematics, who was interested in learning probability for various reasons. He and I and Malcolm Quine, who was my lecturer, took turns each to give one of 3 lectures every week from Kai Lai Chung's book A Course in Probability Theory. I was really taken by that book; I loved it. He wrote that book in a very personal way; many of his own passions show through. I was infected by that but I think other people who perhaps don't see things the way that he or I do probably find it a bit of a nuisance that his book is so personal and so passionate, which is not usual in an undergraduate textbook like that. But for me it really was an eye-opener. It enthused me tremendously about probability and that book is the main reason that I went on to do postgraduate work in probability.

I: You did your BSc in University of Sydney but you went to ANU for your MSc. Was there much research in probability and statistics done in Sydney at that time? What motivated you to choose probability for your MSc?

H: I guess that in about the middle of 1973 when I was halfway through my fourth year as undergraduate, I decided I wanted to go on to do research in probability theory. That meant getting a scholarship to do a PhD. I used to go up to an office in the University of Sydney and go through the files they had on various scholarships you could apply for. I went up there once a week.
because throughout the second part of the year they were getting more and more notices. So I used to write to some of these places to apply for scholarships. I applied for entry into several US universities; I remember Berkeley was one of them. I applied for a Commonwealth scholarship to take me to the United Kingdom. I applied for a CSIRO scholarship, I applied for a scholarship to Brasenose College, Oxford, not knowing what I might do if I got it. I applied to lots of places and I remember writing lots of letters. To the US ones I had to get a lawyer to notarise my bank accounts so that I was seen as not being a complete pauper, and I sat for the Graduate Record Exams to get into US programs. It was a major undertaking to apply to all these places and sitting for the exams over the weekends. And then I went to the ANU in December 1973 on a vacation scholarship. You appreciate that December through February is the summer holiday in Australia and it’s possible to get a very low level scholarship as a student to work with somebody and see whether you would like to do research or not. So I went down to the ANU. I worked with Roger Miles [Roger Edmund Miles] and Pat Moran [Patrick Alfred Pierce Moran (1917–1988)] for a little while, and then I met Chris Heyde [Christopher Charles Heyde (1939–2008)] and went on to problems in martingale limit theory. I quite like that experience; I made a lot of friends in Canberra and I thought I might stay there for my PhD. I know that my mother particularly didn’t want me to go overseas. I used to call her up once a week and talked to her, sometimes to my father. I told her at one point that I decided I would stay in Australia to do my PhD and that I was going to write to all the places that I had made applications to and I would tell them that I wouldn’t accept any offers that came and that they should not consider me any further. Because I had applied to so many places I had a lot of letters to write. I hadn’t had any offers because it was something like March 1974 and none of these places in the northern hemisphere had made any decision, and I had been offered a CSIRO scholarship to do a PhD at the ANU. I decided to stay. So I wrote all those letters. And then in about April or May or a bit later I had a phone call from my mother one evening, and she said, “I thought you told me that you had decided to stay in Australia to do your PhD”, and I said, “Yes”. She said, “I thought you told me you had written to all these places to withdraw”. And I said, “Yes.” She said, “Well, I received a letter from Brasenose College in Oxford offering you a scholarship.” In fact, I had not told my mother the complete truth. Because I didn’t have much money in those days to pay for the postage, I thought I would save myself the trouble — I thought I would never get these scholarships open to people in all fields from Australia and New Zealand. I don’t even know whether there is a mathematician in that college at all. I hadn’t even bothered to tell my mother. She was a little bit annoyed, but in a very nice way. By that time my research wasn’t going on quite as well as I had been doing earlier. I was still doing OK but it wasn’t sailing along completely blissfully. So I decided I would go to Oxford after all. I spoke to Chris Heyde, my PhD advisor and he was very good about it. He must have been a bit put out because I said I would work with him and I changed my mind. But he was very good about that. I really must give him credit. Then he said, “You’ve already got a fair number of results. Why don’t you write them up and submit it as a Master’s thesis. You’d better check up on the rules, but I think it’s possible.” So I checked up on the rules, and it was clear that from the time when I enrolled in my Master’s program until the time I left Canberra to go to England, I had enough residency. The university requirements for residency were very weak because many students went overseas or left Canberra anyway to do field work for their Master’s and PhD degree. But the university was very strict in that I couldn’t submit my Master’s thesis until two years after I had enrolled. Chris said, “Don’t worry, write it up and I’ll submit it for you in two years’ time.” So he submitted it for me in two years’ time, and that was also the same time I submitted my Oxford DPhil thesis.

I: Before you went to Oxford did you have any particular person in mind to work with?

H: During my time as a PhD student in Canberra I met many people, and I decided that I wanted to go abroad at some point. It wasn’t going to be during my PhD, it was going to be afterwards as a postdoc or something like that. When I sent the application I didn’t have a clue who was at Oxford. I later found out that there was a probabilist there, Chris Preston. He was at Oxford and he had pushed for me at the committee meeting. That’s what he told me afterwards. I am forever grateful to him for doing that. I got to quite like him. He moved to Germany while I was a student.

I: Was he your advisor?

H: No, he wasn’t my advisor. My advisor was John Kingman, later Sir John Kingman. He went on to be
the Vice-Chancellor of Bristol University and then the Director of the Isaac Newton Institute [for Mathematical Sciences]. I met John Kingman when he visited Canberra in 1974. He must have come out in May or June or something like that. People said, “Look, he is a great probabilist. Did you ever talk to him and see whether you could work with him?” So I did and he said, “Oh, yes, I would be happy to supervise you.” But I hadn’t heard of him before. I lived a very quiet and monastic life. I met him in the department of Professor Pat Moran. He was visiting Pat, I think. Maurice Bartlett [Maurice Stevenson Bartlett (1910–2002)] was also visiting at that time. So Kingman agreed to be my supervisor but in the end I didn’t work on a problem that he gave me. I worked on generalisations of the problem that I started to work on for my Master’s degree in Canberra. He was my formal advisor, but I actually found my own research problem. That’s good training for a student as long as he can do it. He has to fall back on his own resources.

I: Apparently you are very independent in your research. Was it from the days of Sydney University?

H: Maybe, it may also be a family trait. My mother was a very independent woman. My father, I guess, was too, but not obviously so. People would probably say that my sister and I had picked up that trait from my mother. We both have a tendency to decide what we think we would like to do, or think what should be done and then try to do it.

I: After your doctorate, your entire scientific career was developed in Australia – at the University of Melbourne and a larger part in ANU. Is this due to a kind of patriotic feeling you have towards Australia?

H: I think it is a cultural thing rather than a matter of patriotism. From my parents, who were very keen on hiking (called “bushwalking” in Australia), I had acquired a strong love of the Australian environment, and also of the “Australian system”, for example, a strong interest in Australian history, government and politics. I recall that when I was at Oxford, my father used to enclose eucalyptus leaves in the aerogrammes he sent me, and I was always emotionally affected by that. It’s more a feeling of a strong tie to the culture and that tie is not without a degree of ambivalence and conflict sometimes. One of the aspects of Australian culture goes back to the roots of European civilisation, I should say, as a dumping ground for convicts from the United Kingdom and Ireland. One of the consequences of those roots still persists somewhat in the anti-intellectual environment in the country as the country has become what it has become, largely on the basis of what it can hew from the ground, what it can grow and what it can mine. At the same time this is associated with a strong ethic of not taking yourself particularly seriously, and also very little by way of a class society. There is some degree of class in any culture, I suppose. Some people have more wealth than others, and this leads to a degree of inequality. In Australia, particularly at the time of my youth, and also today (the pattern is not quite as clear today), in my contact with people through my family, my parents, and so on, there were very few barriers to doing anything. In those days, I won a scholarship to go to the university. I didn’t have to pay any fees, for example. That is not true if I were a student today. I will have to pay substantial fees although I would only pay them later — it comes out of my taxes. Students these days have to eventually pay back much of the cost of their tuition. When I was a student I was able to win a scholarship to pay those fees. You know, I think that in a way education is more accessible today. In many ways there are more opportunities for sources of funding. I always like this about Australia. When I got to the United Kingdom (of course, this was in Oxford) I found, more to my amusement than anything else, a lot of, not just relics but the present day practices of class division. It made me, I think, even more convinced that Australia is the place I wanted to make my career. I think I have always felt like that. My mother and father were very politically active and I have always been interested in politics and international affairs and things like that.

I: Were they born in Australia?

H: Yes, my mother and father were born in Australia but all my grandparents were born in the United Kingdom, three in England and one in Glasgow in Scotland, and that was my father’s mother who was born in Glasgow to Irish parents.

I: Are you yourself politically active?

H: Not in the way my mother and father were. I’ve never been a member of a political party. I’m a significant contributor to reviews and things like that of the mathematical sciences in Australia. For example, I’m currently the Chair of the steering committee that’s developing a decadal plan for the mathematical sciences.
in Australia. We have to finish our work by the end of 2014. I’ve always had a strong feeling that when things are not right you should try to fix them. But, of course, there are people who do that more effectively than I do. So I don’t want to create the impression that I’m the best person for this. This is something that I picked up from both of my parents. My earliest political recollection (voting is compulsory in Australia, just as it is in Singapore) is that in one election, my mother had to go to the polling booth which was in my primary school. She asked me if I would come with her, so I said, “Sure”. So we walked – 15 minutes’ walk and on the way back, I asked her, “Who did you vote for?” And she said “Oh, I voted communist.” I said, “Why did you vote communist?” And she said, “Well, they are the only party with a decent education policy.” [Laughs] At that time, that was probably true. My parents were very keen on changing things when they thought that they needed changing. I inherited that.

**I:** Can I come back to ANU? I believe there is some kind of centre of mathematics at ANU. Were you ever involved in it?

**H:** Oh, yeah. It goes back to 1981. The Australian government announced in 1981, I think, a competition for people to get funding for special research centres (they later change the name to centres of excellence, but I’m not completely sure I’ve got it the right way around). It was the first time we had a competition like this. Neil Trudinger, along with some other people (Neil was the intellectual leader of the bid), applied and much to the surprise of the senior management of the ANU, they were successful. They never thought that a bunch of mathematicians would get this sort of thing. They thought it might go to physicists who wanted a particle accelerator or something like that. Of course, Neil wasn’t surprised, and he got it — this was the Centre for Mathematical Analysis (CMA). It opened its doors in 1982 which was also the year MSRI opened its doors in Berkeley. In those days (it is an enormous credit to Neil Trudinger) Australia was up there with the first countries in the world; we were behind Germany, but we were ahead of Singapore. We were ahead of United Kingdom. I think MSRI was the first of the NSF funded research institutes in mathematics in the US although there is always the Institute for Advanced Study in Princeton and so on. It’s actually quite extraordinary what Neil did. This centre continued until the end of 1990. I think Neil got a new offer. Neil and I applied together in 1994 for a new centre, also to be funded by the Australian Research Council which was to be called the Centre for Mathematics and its Applications (again the same three letters, CMA) and this was again Neil’s doing. He decided to keep the acronym and have a centre doing new things. The centre didn’t just involve classical applied mathematics but it involved statistics as well as computing and computational mathematics. I remember we went for an interview at the University of Sydney and we were not successful. Anyway we managed to get funding from the Australian National University and they agreed to pay my salary for a certain number of years and Neil’s as well. We were both from the teaching part of the university. In those days there was a research part; it’s not clear nowadays, things have changed since I left. We persuaded the university to put in some money for our salaries and the administration. We persuaded most of the people in the old department of mathematics in the Institute [of Advanced Studies], where Bernhard Neumann [Bernhard Hermann Neumann (1909–2002)] had been, and also most of the people in the old department of statistics which was where Pat Moran was. We cobbled together the Centre for Mathematics and its Applications even though our application for funding from the ARC was not successful. Over the next 10 years or so, Neil and I put in, I think, at least one further bid and it too was not successful. Basically there were two problems which had not been problems back in the early ‘80s when Neil had first applied. One of them was that there was a lower level of funding to be asked for and even this lower level was quite high. It was designed to pay for large pieces of equipment and things like that. You would appreciate that for a group of mathematicians you don’t have too many expenses except people’s salaries. So in order to get above that threshold we had to have a lot of people, and particularly in a “small” country like Australia, you are paying a lot of people. The institute becomes very diverse in terms of its character. It didn’t make any sense for Australia to have everybody working on partial differential equations, for example, or everybody working in statistics. Because we have to spend at least a certain amount of money and it’s just so many people, and so scientifically it is only credible if you are fairly broad in your outlook. That was one of the considerations that led Neil to broaden it out. But to be fair to him he always saw the importance of applications of mathematics. He himself works in partial differential equations, and in much of Europe partial differential equations will be regarded as a part of applied mathematics, not a part of pure mathematics. Neil always had a strong affinity for and...
appreciation of applications of mathematics and that was what led him to broaden out and include me, which was very nice of him to do. This thing went on and the CMA still exists today but it has a different character, significantly more focused on pure mathematics and mathematical physics.

I: You also have a long-standing joint appointment at University of California at Davis. How did that come about?

H: Over a reasonable period, starting in the 1980s, I was on sabbatical leave in the US. I visited Davis to give a talk and spent a little time there. Not long after that time I began working jointly with Hans-Georg Muller and Jane-Ling Wang (husband and wife team) at the department there. Hans had actually just become the head of department. We worked a bit together, and they asked me if I would be interested in taking a position there and moving there. I previously have been asked by a couple of places in the US, one of them was Berkeley. I did give them my cv and I was offered a position, but in the end for the reasons I gave you before, I didn’t really want to leave Australia. And I didn’t want to leave Australia to go to Davis either. So I declined it as graciously as I could. They were rather constructive about this and they said, “Look, why don’t you come and give us a course and see whether you like it here, maybe some sort of fractional appointment.” So I did and went over there and gave a course and I really like it. I go there every year. I must admit when I started [the actual appointment began in 2005] I wasn’t sure how long it would last for. I go over there every spring. I only teach in even number years. So I taught this year. I give graduate courses and undergraduate courses. In odd number years I don’t teach. I travel a bit and work with people and give talks. So I really enjoy it, I have to say. I think one of the fortunate things I feel is that they are very accommodating to me. You parachute in and helicopter out. Because you are only there for a quarter there is a lot of stuff you would expect a member of faculty to do which I can’t do. I can’t serve on too many committees, for example. Sometimes when a colleague there is on leave when I’m there in spring, I will take over his committee responsibilities. But then when I leave I pass it on to somebody else. It requires a bit of generosity on their part to put up with this. I’m really grateful to them for this.

In statistics today, the US is preeminent like it has never been before in my career. When I was a student in the United Kingdom, the UK was then very strong in probability — people like David Kendall [David George Kendall (1918–2007)] and Peter Whittle and others at Cambridge and Kingman in Oxford and many others around the country. Also, there were two tremendously strong groups in statistics as well (I wasn’t fully aware of this because I was working in probability), particularly the one looked after by David Cox [David Roxbee Cox] at Imperial College. Some of the people I have just mentioned, like Kendall and Whittle, had very strong interests in statistics as well as probability.

In the 1970s when I was in the UK and certainly before that time too, these people weren’t young then; the UK was still giving the US a run for its money. It’s a much smaller country, but nevertheless in statistics, it had some remarkable people like Galton [Francis Galton (1822–1911)]. Fisher [Ronald Aylmer Fisher (1890–1962)], and others as the foundation for their excellence in statistics. But somehow during the 1980s, for one reason or another (maybe because David Cox retired, and so did David Kendall, and the group at Cambridge focused less on statistics), statistics became less strong in the UK, and after ... out of this, emerged a very powerful US group in statistics today. I think it is just amazing how influential it is. I must say it is very well funded. My colleagues in the US wouldn’t say it’s well funded. They would have good reasons for being concerned about the level of funding, but nevertheless it’s better funded than in other places. It’s extremely successful. Those activities are really the basis for the billions of dollars’ worth of industry in the US. It has given us Google and Yahoo and things like that and, of course, the strengths that were created by the statistics environment in the US then help to feedback positively into that environment: many of the graduates are joining these companies today. It’s just going on from strength to strength. Being in the US and working there is very beneficial.

I: It’s quite surprising that the scientific pull from the US is not as strong as the cultural pull from Australia.

H: I never thought of it that way before. I think it’s true for a number of others particularly the Chinese community in the US. This is something that is very striking to me. The statistics community in the US has been significantly influenced by the young Chinese men and women who moved there, starting really from the late 80’s. This is starting to taper off a bit today and we are seeing perhaps more people from India and Eastern Europe as a proportion of graduate students. Many of those young men and women have had extraordinary
influence not just on the US direction but throughout international directions. Of course, there were more differences between the US culture and the ones they came from than the differences between the US and mine. So they try earnestly to bridge that culture. They feel very strongly the scientific pull of the US but also the strong personal cultural links to their own country, such as China. I think I probably share with them a sense of this conflict.

**I:** Which discovery or result in your theoretical work has given you the greatest sense of accomplishment?

**H:** I still remember very fondly my work on the rates of convergence in the central limit theorem which I did in the late ’70s and early ’80s. But this turned out to be an area that not many people are interested in today. Although I still feel quite warm about my own work there, it’s largely not known because people have gone on to other things. I think my work on continuum percolation has been a little more influential. My work on martingales, at least through the book with Chris Heyde, has been influential with my own personal results on martingales as really just bricks in the wall. I took a job at the ANU in 1978 and the condition on taking the job was that I move into a relatively applied area, particularly I should move into statistics. I had applied for a job as a biometrician because I only had a contract job at the University of Melbourne and I needed a permanent position. Chip Heathcote [Christopher Robin Heathcote (1931–2016)] was the head of the department of statistics in the Faculties in those days. He was very kind and generous to me. He told me over the phone when he made the offer to me that was what they wanted me to do. They didn’t have any time limit on this. I could just try and do it if I could and make the move [to statistics]. Pretty much after I arrived there, I started reading statistics papers and I really enjoyed it. There is a period through the 1980s when my work in probability and statistics was really quite blurred. I looked at a number of problems in extreme value theory, and depending on how you view those problems they can be seen as problems either in statistics or in probability. That was part of my transition from probability to statistics. I think my best work in statistics is about properties of bootstrap methods, explaining why some approaches are to be preferred to others. Probably my work on fractal properties of surface roughness has pleased me the most.

**I:** You mentioned percolation. That’s related to physics, isn’t it?

**H:** Yes.

**I:** Has your work been applied in physics?

**H:** Whether they actually apply my work in physics, I don’t know. I wrote two papers on the subject [continuum percolation]. I didn’t do it any more after that. Percolation is very much part of probability. I also had a fractional appointment for a short time with CSIRO which is a government research organisation. I kept that up for only a year because I was warned that if I might lose my research grant if I kept it. Because CSIRO was not available for research grants, I became a consultant. That was my official title, I think. So I did work with people there and that led me into the study of fractal properties of surfaces. I used to go to Sydney for a week, here and there during the year and work with people there. I had one CSIRO colleague who was my PhD student, Steve Davies. He was very good and still is, I’m sure. He works in the government sector now.

**I:** You mentioned your work on fractals. Is it applied in industry?

**H:** That’s where it came from, in CSIRO. They had several problems, at least two, which came from other divisions. The main one that got us going was a problem in the manufacture of plastic wraps. There was a division of chemicals and polymers, the same division that developed the process of plastic banknotes (Singapore is issuing plastic banknotes and Australia too). That division of CSIRO was also responsible for producing this newly designed plastic wrap, and the idea was that the wrap would allow gases that promote the longevity of food to pass one way and gases that the food produces which would hasten its decay to go the other way. So if you wrap food or, more particularly, cut flowers for export, take it on a plane and send it off to Europe, they will be fresh for an extra day in the European market. But the important thing about this is that the side of the wrap which is in touch with the thing you are wrapping (the flowers, for example) should be very smooth because if it is rough there is a lot of opportunity for molds and so on to stick on there and therefore the advantages can be lost. So we had to develop ways of quantifying the roughness of the surface of this plastic wrap and they analysed the plastic wrap under an electron microscope and gave us samples and we measured the fractal dimensions of the membrane. We also looked at similar problems in soil surface
roughness related to the absorption of water by soil and also at some point in connection with the roughness of aluminium sheet that is used to make a can. If you take a coca cola can and cut it open and fold it out, you can imagine that the surface of the can is not very shiny and the reason is that it is quite rough at the microscopic level. This is all related to the characteristics of the rolling operation that produces that sheet. This was something which the division of CSIRO was very active in. We played a role in that.

I: One of your papers on the bootstrap method (“Theoretical comparison of bootstrap confidence intervals”) is reprinted in the Breakthroughs in Statistics collection. Could you give us some idea of what the bootstrap method is about?

H: This paper that you mentioned was one of the contributions I made in the 1980s. The bootstrap method is actually quite simple. The study of statistics can, to a large extent, be formulated in terms of trying to get information about the population from data drawn from that population. Basically what you are trying to do is to describe the relationship between the population and the data. If you can’t do that accurately then you would really need a statistician. The statistician’s task is to try to do that as well as he can. Of course, it is obviously fraught with a lot of difficulties particularly if you don’t know much about the distribution from which you drew the data. The bootstrap method attempts to model that by drawing a sample from your data itself. So you have your dataset, and you draw a new sample of the same size by sampling randomly with replacement, that is, after you take data value out you put it back again. Obviously if you are sampling randomly without replacement you will just get the sample back. If you put it back, you get a reasonable number of ties. In most contemporary problems where the bootstrap is used you actually do the sampling on a computer. There is a small number of problems which are so simple that you can do it mathematically — you don’t need to actually do the sampling. In a sentence, the bootstrap is a way of modelling the relationship between the sample and the population it came from by the relationship between the resample and the sample you drew it from. The first of these two is exactly what a statistician is trying to learn about, and the latter is something about which the statistician can learn as much as he or she wishes, for example, by experimentation.

I: Why is it called the bootstrap?

H: I’ve always been interested in the history and origin of the bootstrap. It has a very interesting origin. Arguably, the origin of this idea goes back to an Englishman who was in the Indian Civil Service in the 1920s. He was asked as a senior civil servant in the government of one of the Indian states to make forecasts of the yields of various crops, hemp which was made into ropes by the British and rice and things like that. In order to make those forecasts to describe the accuracy, he had to estimate the variance variability. To do that, to cut a long story short, he invented a precursor of the bootstrap and he published a little tract on it in 1927. He went on to be very influential in the government of India and he was an advisor to [Lord] Mountbatten [(1900–1979)] in 1947 when Britain gave India its independence.

I: What is his name?

H: John Hubback [(1878–1968)], Sir John later. His ideas were later picked up by the Indian statistician Mahalanobis [Prasanta Chandra Mahalanobis (1893–1972)]. He was trained in Cambridge. There was a bit of interest in his work in the ’50s, ’60s and until the early ’70s. [Bradley] Efron came in and saw the whole thing fairly freshly and he made two contributions which were responsible for the field really exploding. One of them, of course, was recognising that the sort of sampling you need to do can be done very quickly on a computer. When Efron wrote his paper in the late ’70s it was just at the right time. The other thing that Efron saw which nobody else had seen before him was that you could use the bootstrap for almost anything. In the past it had been used mainly for variance estimation but Efron saw that it could be used for distribution estimation and it could be used for estimating the error rate of classifiers. Almost any statistical problem has a potential bootstrap solution and that insight as much as anything else is instrumental in the field becoming so significantly influential. And the name — I think there is a little explanation in a footnote in Efron’s 1978 paper. In fact, many people thought the whole thing was crazy at that time — the idea of trying to get something useful by drawing data out of your sample. People thought this is like pulling yourself up by your bootstraps. That’s something you can’t do and hence the name.

I: I believe you also wrote a book on the bootstrap, isn’t it?
**H:** Yes. The book is really about the theory of the bootstrap. It’s hard to imagine today that the bootstrap could be controversial.

**I:** Is it still controversial?

**H:** No, but in some places it might be. However, in the 1980s there was still a level of controversy, partly due to people not understanding the process of re-sampling from your sample — people thought this was a crazy idea. Of course, the best way to show that it is not crazy is to develop a theory to show that you can get useful information in this way. The book that you refer to is an attempt to establish that theory. The book came out in 1992.

**I:** You have the distinction of being one of the most prolific and highly-cited researcher in probability and statistics. Do you work on multiple problems within a given period of time? If so, how do you manage to do that?

**H:** I do work on multiple problems within a given period of time and, in fact, I’m struggling with several of them now. I think many people do that, maybe more common in statistics than it is in mathematics. I think it tends to be a function of the fact that you are aware that you are relying on other people to bring something to the table with all their weapons and they do. Defining when your research has ended under those circumstances is quite difficult because other people revising the paper sometimes come back and say, “I’ve started work on …” So I think the whole idea of beginning and ending a problem is less well defined today. When I was younger, for most of my career up until the mid-80s and even after that point, most of my papers were written by me alone. You’re not waiting on anybody. You can start something, stop it and start something else at any point and go on. But today when there are several co-authors it doesn’t work like that. Many people are working on several topics at the same time.

**I:** Do you enjoy collaborating with people?

**H:** Oh, yeah, very much so, whether they enjoy collaborating with me, I don’t know. I certainly enjoy collaborating with people. You should put this question to Terry Tao [Fields Medal 2006] because he is extraordinary. I know him a little. He collaborates tremendously. One of the indications of his extraordinary intelligence and capacity is the fact that he can collaborate with so many people around the world at the same time, and this is in pure mathematics, not in statistics.

**I:** He works in probability too.

**H:** Yeah. He works in probability. He had a paper in the Annals of Statistics. He and I had a paper in the Journal of the Royal Statistical Society [“Relative Efficiencies of Kernel and Local Likelihood Density Estimators”, Journal of the Royal Statistical Society. Series B (Statistical Methodology), Vol. 64, No. 3 (2002), pp. 537–547]. He is simply an extraordinary man. We are very proud of him. If we can produce somebody like Terry every 20 years or so we would be fine [laughs], but I’m afraid there is no hope of that.

**I:** Most people have the perception that statistics is concerned mostly about testing of hypothesis and interval estimation. What kind of problems do statistics generally address nowadays? Are there any central problems in statistics whose resolution will have immense impact on the field?

**H:** I think your question probably comes from your experience as a mathematician because in pure mathematics if you solve a problem that has baffled people for a few hundred years that is a great achievement and your fame is assured, whereas in statistics if people haven’t solved it for decades it’s probably not relevant any longer. People just move on. The whole way of describing what are the road blocks in statistics is quite different from mathematics. Statistics is not really its own master as mathematics is. Pure mathematics, particularly, has a life of its own, and so do the other classical disciplines like physics and chemistry. Physicists decide whether they want to find a new particle or not. This is not influenced by anybody in industry or medicine or anything like that, whereas statistics is not like that at all. An excellent and obvious example of this is the work of statisticians on high-dimensional problems related to genomics. The medical technology for recording genomic data is changing quickly and changing frequently. Every time that happens the nature of statistical tools that are needed also has to be revised. A statistician doesn't have much control over this. It's simply laid on their doorstep and because they enjoy solving problems they get to work on it. There have been a number of exceptions to this where the statistical tools remain robust despite the development of new technology. The bootstrap is one of them and is
applicable to many different problems, including many that have not motivated it directly. Another of those has been David Cox’s contributions to survival analysis. From time to time somebody gets a really good idea which does have a really significant impact, but in my lifetime, although we like to think that something we have done is like that, it’s probably not so for most of us. By and large we are bobbing around on the surface of the water trying to solve the problems that are often due much more to people outside statistics than to people within statistics. It’s not like there is some big road block, some core problem that once we have solved it will change the way things are done. That does happen from time to time but usually progress is made in quite a different way.

Epilogue

Peter Gavin Hall was born in Sydney on 20 November 1951. His mother Ruby Violet Payne-Scott (1912–1981) was a pioneer in radar during World War II and in radio astronomy, as well as being the world’s first woman radio astronomer. His father William (“Bill”) Holmen Hall (1911–1999) was a telephone technician. They were both keen bushwalkers and met through their avid participation in the activities of a bushwalking club (Sydney Bush Walkers). His sister Fiona Margaret Hall is one of Australia’s leading contemporary artists. Hall did his school and undergraduate education in Sydney. He obtained a BSc with First Class Honours from the University of Sydney in 1974, followed by an MSc from the Australian National University (ANU) and a DPhil from the University of Oxford, both in 1976. He met his wife Jeannie Jean Chien Lo in Oxford. Jeannie was a civil servant from the British Colonial Civil Service. They were both keen bushwalkers and met through their avid participation in the activities of a bushwalking club (Sydney Bush Walkers). His sister Fiona Margaret Hall is one of Australia’s leading contemporary artists. Hall returned to Australia in 1976 from Oxford to take up what he believed to be a tenure-track appointment at the University of Melbourne. When he found out that it was only a three-year appointment, he applied to go to the ANU. Chip Heathcote, then the head of the statistics department of ANU offered him the job — if he agreed to move into statistics. This proved to be a gain not only for ANU and Hall himself but also for the international statistical and scientific community. He was at the ANU for 28 years (1978–2006), but moved back to the University of Melbourne in 2006 as an Australian Research Council (ARC) Federation Fellow, becoming an ARC Laureate Fellow from 2012.

It is obvious from his interview that Hall had a strong attachment to his home country. He was, however, aware of the relative scientific isolation of Australia, and sought to maintain personal research links with other researchers around the world, often making use of his personal research grants. He was proud of the fact that Australia was one of the first countries to establish a mathematical research centre (Centre for Mathematical Analysis in Canberra) — in the same year as the Mathematical Sciences Research Institute (MSRI) in Berkeley and ahead of the Isaac Newton Institute for Mathematical Sciences in Cambridge. Yet he felt that Australia might have lost this initiative and that other countries in the region could overtake Australia. Although Australia had the edge in establishing a mathematical research centre well before Singapore did, he lamented at some point, in a good natured and half-joking manner, that “Singapore had stolen the march on Australia”. He was always active in promoting the awareness and interests of mathematics in the general scheme of things, especially in the Australian Academy of Science (AAS) of which he was a council member during the years 2003–2006, 2008–2013. He was totally committed to his home country and wanted the best for Australia in mathematics and the mathematical sciences and was supportive of regional efforts in promoting mathematics. He would voice his concerns, both in academia and in the public media, on the need and urgency to upgrade the level of mathematical teaching in schools and universities and to ensure a sufficient supply of local university faculty of the highest calibre.

What is perhaps not so well-known is that he took time off from more serious research work to interview four of his Australian colleagues (Anthony John Guttman, Gustav Isaac Lehrer, Hyam Rubinstein and Ian Hugh Sloan). These interviews were published in World Scientific’s Asia Pacific Mathematics Newsletter in 2011–2013.

His views were sought after by policy makers; for example, he was the first chair of the Scientific Advisory Committee of the Australian Mathematical Sciences Institute established in 2002 and located at the University of Melbourne. He was one of the leading members of the first national strategic review of the mathematical sciences in Australia in 2006. The outcome of the review was the setting up of government funded Centres of Excellence in specific strategic areas; in particular, a Centre of Excellence for Mathematical and Statistical Frontiers of Big Data, Big Models, New Insights (renamed Centre of Excellence for Mathematical and
statisticians as the equivalent of the Nobel Prize in statistical sciences. In fact, only 5 of its recipients were based outside North America, and of these only 3 were not from the US, and Hall was one of them.

Hall’s penchant for rigour (in theory) was partly responsible for his choosing mathematics (probability in particular) over his initial interest in physics in his undergraduate studies. When Hall started his graduate research work on rates of convergence in the central limit theorem, it was done solely for its own mathematical sake and it gave him immense personal satisfaction. Though he had agreed to turn his attention to problems in statistics when he took up the position in ANU, he published in the early years two books on theoretical questions in probability: Martingale Limit Theory and its Application (with C C Heyde in 1980) and Rates of Convergence in the Central Limit Theorem (in 1982). Little did he suspect that some years later, it would provide the theoretical basis for the revival of a class of somewhat ad hoc and non-rigorous methods, collectively referred to as the “bootstrap method”, used by statisticians in drawing information from a sample of data collected. His ground-breaking paper “Theoretical comparison of bootstrap confidence intervals” (Annals of Statistics, 1988) was reprinted in the Breakthroughs in Statistics collection. This was followed by a book The Bootstrap and Edgeworth Expansion published in 1992.

Earlier in 1988, he published a widely cited monograph Introduction to the Theory of Coverage Processes, which develops the mathematical theory of models for random coverage patterns that are used in many areas such as queuing theory, ballistics and physical chemistry. Not only did he make good his promise to move into statistics, the move produced spectacular results. Perhaps it was his “fondness for problem solving” and his eclectic research interests that generated the driving force.

The speed and capacity with which Hall worked on problems are legendary. In 2016, Mathscinet credited him with 606 publications and 240 distinct co-authors. This amazing prodigious output of work and collaboration inspired someone to define the “Hall number” of a statistician as the statistical equivalent of the famous Erdős number in mathematics. In a study “Worldwide institutional and individual rankings in statistical theory by journal publications over the period 1980–1986” by P C B Phillips, I Choi and P Z Schochet (Econometric Theory 4, 1988, 1–34), Hall was overall ranked first (leading by a large margin over the second-ranked Bradley Efron) as well as for publications in Annals of Statistics. Interestingly, in the same study, if Hall’s score had been compared with the overall score...
of institutions and universities, he would have ranked as the 17th top ranking institution in the world. Apparently, in the 1980s, the large number of papers written under the name of "Peter Hall" gave statisticians in the "Eastern Bloc" behind the "Iron Curtain" the impression that "Peter Hall" must be a pseudonym for a consortium of authors. This information and a vivid first-hand account of Hall's passion for photographing trains are provided by S Marron of the University of North Carolina at Chapel Hill in a personal "Peter Hall Memorial Page" at http://marron.web.unc.edu/sample-page/peter-hall-memorial-page/.

The impact of Hall's work may be gauged by the fact that he was an ISI highly cited researcher with over 6,750 citations. Also, Scopus citation statistics credits him with 3,500 citations for his book on martingale limit theory, 2,500 citations for his bootstrap book and over 8,000 citations for his published articles. He had the knack of looking at concrete problems and turning them into mathematical ones to which his skills and expertise could be effectively applied. His contributions often broke new ground in other areas in the physical sciences, engineering, biological sciences, economics and technology, and more specifically in limit theory, stochastic geometry, spatial processes, continuum percolation, nonparametric density estimation, regression and classification, extreme value theory, deconvolution and measurement error problems, nonparametric inference for mixture distributions, functional data analysis, empirical likelihood, bootstrap method, curve estimation, smoothing methodologies, density estimation, bandwidth selection and surface roughness measurement using fractals.

Hall had been invited to give numerous prestigious lectures: Belz Lecture (Statistical Society of Australia), S S Wilks Lecture (Princeton University), G W Snedecor Lecture (Iowa State University), Knibbs Lecture (Statistical Society of Australia), Mahalanobis Memorial Lectures (Indian Statistical Institute), Pitcher Lectures (Lehigh University), Kolmogorov Lecture (Bernoulli Society), Invited Lecture (International Congress of Mathematicians), Distinguished Lecture Series in Statistical Science (Fields Institute), H O Hartley Lectures (Texas A&M University), Stephen Corcoran Memorial Lectures (Oxford University), Hoeffding Lectures (University of North Carolina), Richard Tweedie Memorial Lectures (University of New South Wales), Utah State University "Prospects in Statistics" Lectures, Wald Lectures (Institute of Mathematical Statistics), Ilsong Lecture (Korean Statistical Society), Bernard Flury Memorial Lecture in Statistics (Indiana University), Distinguished Lecture Series (National Taiwan University), Bahadur Lectures (University of Chicago), Saw Swee Hock Public Lecture in Statistics (University of Hong Kong), G S Watson Lecture (La Trobe University).

Besides his annual commitments at University of California at Davis, Hall held visiting positions in many universities: Aisenstadt Chair (Université de Montréal), Centennial Professorship (London School of Economics), Distinguished Applied Mathematics Lecturer (Hong Kong Baptist University), Carnegie Centenary Professorship (UK), Distinguished Applied Mathematics Lecturer (Hong Kong Polytechnic University), Distinguished Lecturer in Mathematics and Applications (University of South Australia) and Saw Swee Hock Professorship (National University of Singapore).

He also served in Australian and overseas scientific committees in the following capacity: Secretary, Physical Sciences, and Vice-President (Australian Academy of Science), President of Bernoulli Society for Mathematical Statistics and Probability, KAUST Institute for Applied Mathematics and Computational Science Advisory Board, Member of Australian Mathematics Trust Board, President of Institute of Mathematical Statistics, Member of International Advisory Committee for Department of Business Statistics and Econometrics (Peking University), Member of Reference Committee, Group of Eight Universities' Review of Education in Mathematics, Data Science and Quantitative Disciplines (Australia), Member of Fields Medal Committee (International Mathematical Union), Committee Member and Deputy Chair of International Review of Mathematics (UK Engineering and Physical Sciences Research Council), Member of Working Party, National Strategic Review of the Mathematical Sciences (Australian Academy of Science). He supervised some 30 PhD students and trained 38 postdocs. He served on the editorial boards of numerous leading journals, notably Annals of Statistics, Annals of Probability, Journal of the American Statistical Association, Journal of Multivariate Analysis, Journal of Statistical Planning and Inference, Probability Theory and Related Fields, Stochastic Processes and Their Applications, Bernoulli and Econometric Theory.
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